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Backgrounds

• IMU Sensor

- Inertial Measurement Unit

- A device combines multiple sensors like accelerometers, gyroscopes, and magnetometers

- Using the information mentioned above, after calibrating the initial position of the sensor,

it is possible to estimate the position of the sensor

- Advantages when using only IMU sensor : Robustness in certain environments(occlusion, low light conditions)

- Drawbacks when using only IMU sensor : Calibration error

Drift phenomenon

Difficult to apply in real-world situations



- Instead of estimating 3D poses or pose embeddings from images and IMUs separately and then fusing them

in the late stage, they fuse IMUs and image features in a very early stage with the aid of 3D geometry

- Use the orientation of the limb, when constructing 3d human pose

• Key Idea
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Problem Statement & Key Idea

• Problem Statement

- Estimating 3D human pose from a multi-view image using orientation data from IMUs



• IMUs-based
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Related works

• Images-based

- Haibo Qiu et al. Cross view fusion for 3d human pose estimation

proposed to first estimate 2D pose for every camera view, and then estimate the 3D pose by        

triangulation

- Helge Rhodin et al. Learning monocular 3d human pose estimation from multi-view images

proposed a method to estimate camera pose jointly with human pose, which allows to utilize 

multi-view  images where calibration is difficult

- Denis Time et al. Rethinking pose in 3D : Multi-stage refinement and recovery for markerless motion capture

proposed to reconstruct human pose from 5 accelerometers by retrieving prerecorded poses

- Daniel Roetenberg et al. Xsens mvn : full 6dof human motion tracking using miniature inertial sensors

used 17 IMUs equipped with 3D accelerometers, gyroscopes and magnetometers and all the

measurements are fused using a Kalman Filter

• “Images+IMUs”-based
- Matthew Trumble et al. Total capture : 3D human pose estimation fusing video and inertial sensors

proposed a two stream network to concatenate the pose embeddings separately derived from images

and IMUs for regressing the final pose



• ORN for 2D Pose Estimation
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- ORN : Orientation Regularized Network

- Takes multi-view images as input and estimates initial heatmaps

- With the aid of IMU orientations, fuses the heatmaps of the linked joints(Same-View Fusion)

- Also fuses the heatmaps across all views(Cross-View Fusion)

Method



• Same-View Fusion
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Method

- Helps to accurately localize the occluded joints based on their neighbors

- Determine the relative positions between each pair of joints in the images using orientation data

: orientation vector from IMU

: average limb length

: Possible 3D point candidate of 𝒀𝒑

: Possible 3D point candidate of 𝑱𝟐 using IMU orientation and 𝑱𝟏



• Same-View Fusion
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Method

- Enhance the heatmap value using linked joints
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• Cross-View Fusion
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Method

- Some non-corresponding locations are mistakenly enhanced in Same-View Fusion

- Performs fusion across multiple views simultaneously

Example of Cross-View Fusion



• ORPSM for 3D Pose Estimation
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- ORPSM : Orientation Regularized Pictorial Structure Model

- Pictorial Structure Model : Modeling the inter-relationship between joints to estimate the pose

Method

Maximize  

- Objective Function : 



• ORPSM for 3D Pose Estimation
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Method

- Unary Potential : Average response over all camera views 

- Limb Length Potential :

- Limb Orientation Potential:  

Maximize  

- Objective Function : 



• Experiment Details

- Used Total Capture, Human3.6M(3d) dataset

- Total Capture(2D, 3D) : Dataset with images, IMUs and ground truth 3D pose

- Human3.6M(3D) : Dataset with images and ground truth 3D pose
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Experiment



12

Results

• Experimental Results

- 2D Pose Estimation Result using Total Capture Dataset

- SN : Simple Network(ResNet50)

- 𝑶𝑹𝑵𝒔𝒂𝒎𝒆 : Using only Same-View Fusion

- 𝑶𝑹𝑵 : Using Cross-View Fusion

* PCKh @ : The Percentage of Correct Keypoints
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• Experimental Results
- 3D Pose Estimation Result using Total Capture Dataset

- LSTM-AE[26] : Has benefits when it is applied to periodic actions

Results

* MPJPE(mm) : Mean Per Joint Position Error
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Results

• Experimental Results

- 3D Pose Estimation Result using Human 3.6M dataset

- No IMU data in Human 3.6M dataset

➔ Created limb orientations using the ground truth 3D poses

* MPJPE(mm) : Mean Per Joint Position Error



• Conclusion

- Using orientation of limbs and cross-view fusion, the accuracy of the 2D pose estimation increased 

- By using more accurate 2D heatmaps, the accuracy of 3D pose estimation has also increased

- But in some cases, the accuracy was lower than the method using sequential information

15

Conclusion
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