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AdaRL
: What, Where, and How to Adapt in Transfer Reinforcement Learning
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Adaptations in Reinforcement learning

이미지 이미지 이미지

• Issue: Most of early successes of RL focus on a fixed task in a fixed environment 

-> In real applications we often have changing environments, and the optimal policy learned in a specific 
domain may not be generalized to other domains while humans are usually good at transferring acquired 
knowledge

Introduction
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The study aims to make quick adaptations 
when faced with new environments

Dealing with changes across domains with a few samples from the target domain

Problem statement
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Two research lines in transfer RL 

이미지 이미지 이미지

1) finding policies that are robust to environment variations
- maximizing a risk-sensitive objective over a distribution of environments
- extracting a set of invariant states

2) adapting policies from the source domain to the target domain as efficiently as possible
- use importance reweighting on samples 
- start from the optimal source policy to initialize a learner in the target domain
- a model is pretrained on a source domain and the output layers are finetuned via backpropagation in the target domain

Literature Review

➔ In a new environment not all parameters need to be updated, so we can force the model to only adapt a set of 
context parameters

Limitation: Previous methods mostly focus on MDPs and model all changes as a black-box, which may be less efficient 
for adaptation
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AdaRL

이미지 이미지 이미지

Motivation: The distribution shifts are usually localized – they are often due to the changes of only a few 
variables in the generative processes, so we can just adapt the distribution of a small portion of variables

AdaLR
• achieves low-cost, reliable, and interpretable transfer for partially observable Markov decision processes
• learns a parsimonious graphical representation that is able to characterize structural relationships 

among different dimensions of states, change factors, the perception, the reward variable, and the 
action variable

Key Idea
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Framework

이미지 이미지 이미지

Key Idea
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A Compact Representation of Environmental Shifts

이미지 이미지 이미지

Method

S: underlying latent state
O: perceived signals at time t (e.g., images)
A: executed action
R: reward
C :binary vectors or scalars that represent structural relationships from one variable to the other
θ : low-dimensional change factors that have a constant value in each domain

if states s are directly observed, in which case the observation function of o is not needed
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Structural relationships and graphs

• The paper introduced graph structure over variables 

• Perceived signals o are generated from the underlying states s
• The actions at directly influence the latent states st+1

• Often the action variable at−1 does not influence every dimension of st
• The reward rt may not be influenced by every dimension of st−1

Method
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Structural relationships and graphs

이미지 이미지 이미지

Environment model G is encoded in the binary masks c

Compact domain-shared representations
- The latent state components that have an edge to the reward in the next time-step 
or have an edge to another state component in the next time-step 

Compact domain-specific representations
- The latent change factors that have an edge to the reward in the next time-step
or have an edge to a state component

Method
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Structural relationships and graphs

Method
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MiSS-VAE

Method

Domain k

1) Sequential VAE: handles the sequential data, with 
the underlying latent states satisfying an MDP
2) Multi-model: handles models from different 
domains at the same time learning the domain-
specific factors θ
3) Structure: exploits the structural information that 
is explicitly encoded with the binary masks c

MiSS-VAE estimates models from different domains simultaneously, by exploiting commonalities across domains 
while at the same time preserving specific information for each domain
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Policy Transfer

Method

Instead of learning the optimal policy in each domain separately, policies in different domains are optimized at the 
same time exploiting both commonalities and differences across domain

- Obtaining optimal policy in the target domain by learning π ∗ in the source domains, and estimating the value of 
the change factor θ  and inferring latent states s from the target domain
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Method

data collection 
from n source domains 
and model estimation

learning the optimal policy π ∗
with deep Q-learning



ⓒSaebyeol Yu. Saebyeol’s PowerPoint

Modified Cartpole

이미지 이미지 이미지

Experiments

two change factors for the state dynamics 𝜃𝑠
𝑘 : varying gravity and varying mass of the cart

change factor for the observation 𝜃𝑠
𝑜 : Gaussian noise on the image
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Modified Pong

이미지 이미지 이미지

Experiments

change factors for the state dynamics 𝜃𝑠
𝑘 : rotate the images ω degrees clockwise

change factors for the observation 𝜃𝑠
𝑜 : different image sizes, different image colors, and different noise levels
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Conclusions

이미지 이미지 이미지

• AdaRL learns a latent representation with domain-shared and domain-specific components across source 
domains and uses it to learn an optimal policy parameterized by the domain-specific parameters

• As opposed to previous work, AdaRL can model changes in the state dynamics, observation function and reward 
function in an unified manner, and exploit the factorization to improve the data efficiency and adapt faster with 
fewer samples

Conclusion
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