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Introduction
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Objective of this paper 

• To minimize the makespan for an Job shop scheduling problem in semiconductor FAB

• Reentrant production flows

• Sequence-dependent setups

• Alternative machines

Factors that complicate the operation of a semiconductor FAB

Traditional methods to solve job shop scheduling  

• Rule based method 

• Metaheuristic method 

• Machine learning



Problem statement 
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*Deciding which job to assign when a machine becomes idle in the dieattach* 
and wire bonding stages of a semiconductor packaging line.

Algorithm

• Multi agent DQN 

Objective

• Minimize makespan

Network structure 

• ANN  

Issue that this paper aims to address  

• Variabilities in production requirements, the number of 
available machines, and initial setup status that make it 
challenging to create high quality schedule 



Key idea 
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1. Each agent determines actions in a decentralized manner and learns a centralized policy by 
sharing a neural network among the agents to deal with the changes in the number of machines

2. State, action, and reward are proposed to address the variabilities in production requirements 
and initial setup status



State, Action   
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𝑁𝑜 : Number of operation types
𝑂𝑗𝑘 : Kth operation of job type j

*Each agent corresponds to each machine*

ActionState

If number of 𝑂𝑗𝑘 > 0

Choose 𝑂𝑗𝑘
else  
δ0 (dummy action)

when machine becomes idle



Reward
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𝑁𝑜 : Number of operation types
𝑂𝑗𝑘 : Kth operation of job type j

δ0 : dummy action (when no 𝑂𝑗𝑘 to choose)

𝑃𝑗𝑘 : processing time of Kth operation of job type j

Reward = setup time of machine 

Reward = idle time of machine

*State transition occurs when operation finished or at least one operation occurs*   

τ(𝑠𝑖+1) : time of next state
If number of 𝑂𝑗𝑘 > 0

τ(𝑠𝑖+1) = when operation finished 
else 
τ(𝑠𝑖+1) = Earliest time when there is at least one 
operation 

Parameters & variables 



Multi agent DQN training 
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Experiment Result 
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Dataset Result

𝑁𝑚 :  Number of Machines 
𝑁𝑜 : Number of operation types

𝑁𝑗 : Number of Job types 

Episode : average 4000



3

Zhao, Yejian, et al. "Dynamic jobshop scheduling 

algorithm based on deep q network." Ieee

Access 9 (2021): 122995-123011.

Paper 2 



Problem statement
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Algorithm

• Single agent DQN 

Objective

• Minimize tardiness of Jobs  

Network structure 

• DNN  

Issue that this paper aims to address  

• Inefficient MDP modeling in previous studies using 
reinforcement learning to solve the job shop scheduling 
problem 

*Deciding which job to assign when a machine becomes idle in FAB using* 
reinforcement learning



Key idea 
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1. State variable representation method is proposed which describes the various production 
states of the system continuously and comprehensively.

2. Reward function is defined that reflects the current scheduling state in detail 

3. An action selection strategy based on the “softmax” function is proposed, which has higher 
randomness of action selection than the traditional “greedy strategy 



State 
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𝑁𝑃𝑀𝑖 𝑡 = Number of passing machines of job i in time t 
𝑃𝐶𝑅𝑖 𝑡 = Processing completion rate of job i in time t 
𝐶𝑇𝐹𝑃𝑖 𝑡 = Completion time of the final process “”
𝑃𝑇𝑖𝑘 = Processing time for job i in machine k

Paratmeters & variables 
Uk 𝑡 = Utilization of machine k 
EAST 𝑡 = Estimated average slack time of all jobs 
in time t
EART 𝑡 = Estimated average remaining 
processing time “”   



Action 
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Apply on of ten dispatching rules to the equipment

Action selection Mechanism 

Applying the Softmax function to select 
action instead of the Epsilon-greedy 
method

Action

*State transition occurs when operation finished or at least one operation occurs*   

10 dispatching rules 

• Longest remaining processing time rule 
• Least remaining processing time rule 
• Shortest processing time rule 
• Longest processing time rule 
• Least number of remaining processes rule 

• Most remaining processes rule 
• The smallest slack rule 
• Smallest ratio of slack per work remaining rule
• Smallest critical ratio rule 
• Random



Reward
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EAST 𝑡 = Estimated average slack time of all jobs in time t
EART 𝑡 = Estimated average remaining processing time of all jobs 
in time t   

This way of defining the reward function can more allows the scheduling system to 
better reflect its dynamic characteristics.

Indicator of minimal delay time

As the execution time of the scheduling system increases, the reward function is designed 
in a way that EAST(t) continually increases and EART(t) decreases

Reward function



Experiments result 
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Delay factor : smaller f value indicates higher priority of the job to be processed
Number of job : 10X  
Number of Machine : 5
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Problem statement
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Algorithm

• Single agent DQN 

Objective

• Minimize number of jobs 
violating time constraints 

Network structure 

• ANN  

Issue that this paper aims to address  

• Challenges of scheduling considering time constraints 

*Deciding which job to assign when a machine becomes idle in FAB using* 
reinforcement learning with time constraint situation



Key idea 

1. Present the first MDP modeling that considers time constraints with such characteristics, where, 
besides customer due dates, time constraints can also exist between two or more consecutive 
process steps



State

• Current machine where the action is asked for 
• Loading status of all machines (binary, idle or busy) 
• Product setup per machine 
• Product variant in the current machine’s buffer slots 
• Order status per buffer slot (real-value) 
• Full or empty status per buffer slot

• Selecting an order from a buffer slot (20 actions) 
• Idle and choose no order (1 action)

Action

State

*Randomly shuffling the location information of the orders prevents the agent* 
from learning a biased policy that is oriented towards picking specific slots.



Reward

Local reward  

Global reward 

WIP reward 

𝑟𝑙𝑜𝑐𝑎𝑙 ∗ 𝑟𝑤𝑖𝑝 𝑟𝑔𝑙𝑜𝑏𝑎𝑙 ∗ 𝑟𝑤𝑖𝑝

reward is higher for less urgent tasks for each machine

Higher reward for fewer time constraint violations in 
recent 50 order of a specific product

Total reward 

Higher reward for closer adherence to 
target WIP level

Total reward transits over the course of 
the exploration phase from 𝑟𝑙𝑜𝑐𝑎𝑙 to 
𝑟𝑔𝑙𝑜𝑏𝑎𝑙 to smoothly aim at global learning



Experiments Result

Product type : product type1, product type 2 

Number of machines : 10

Number of Jobes : 10



Thank you
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