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Background

 CNNs have been the mainstay neural networks in computer vision until now.

 Starting with AlexNet, CNNs have been continually evolving.

 The various CNN architectures that have evolved are being utilized as backbone 

networks in various vision tasks beyond the ImageNet challenge.

 The success of Transformers in natural language processing has led to the 

proposal of models such as ViT and DeiT.
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Introduction

 Transformer uses word tokens as the base element, but in computer 

vision, the base element may vary in size.

 Fixed patch input in Vision Transformer can be difficult to understand at 

the pixel level.

 Vision Transformer shows high training cost and not good performance 

in tasks such as object detection and semantic segmentation.
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Related works

 Since the advent of AlexNet, CNN has researched and proposed more 

effective neural network architectures such as VGG, ResNet, DenseNet, 

and EfficientNet.

 With the success of Transformer, research has been conducted to apply 

self-attention to CNNs, but there is a problem that the model becomes 

heavy.

 ViT used Transformer structure for computer vision without modification 

and achieved impressive performance.

 Many Transformer-based architectures have been proposed to 

compensate for the shortcomings of ViT.
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Problem statement

 They want to create Transformer with 2D data (image) in mind

 They want to create Transformer-based models that can be applied to 

various computer vision tasks such as CNN
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Key idea

 Key idea revises Transformer structure to introduce shifted windows
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Shifted window

 Shifted windows allows you to consider 2D data

 Shifted windows learns local patterns and allows 

them to be gradually integrated into global patterns



Overall architecture

 The image is segmented into 4x4x3 patches via the patch partition layer, 
each of which is converted into an embedding vector.

 From Stage2, the number of channels is increased by merging four 
neighboring patches through Patch Merging.

 The method of increasing the number of channels in the Feature map 
allows it to be used as a backbone network in multiple tasks in a similar 
way to the CNN-based model.
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Swin Transformer block

 Swin Transformer block is configured by replacing the MSA layer with 

Windows-MSA layer and Shifted Windows-MSA layer

 Before entering each layer, LayerNorm layer was configured and MLP 

was configured as 2-layer
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Window based Self-Attention (W-MSA)

 W-MSA performs self-attention operations only on patches within 

Windows

 ViT performs a self-attention operation between all patches

 W-MSA enables learning of local characteristics of images

8

1

2

3 4

Perform 
Self-Attention 
operation for 
each window

1



Shifted Window based Self-Attention (SW-MSA)

 The SW-MSA performs a window-based self-attention and then moves 
the window to the right and down 2 compartments to perform the W-
MSA.

 When you move the window 2 spaces, use circular padding to adjust the 
window size in the window.

 SW-MSA method is introduced for connection between windows and 
between patches.
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Relative position bias

 Relative position bias is a matrix with relative position information 

between patches.

 The relative position bias is used because the position of the patch 

changes after the SW-MSA operation.

 The relative position bias plays the same role as the position embedding 

of ViT.
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Architecture Variants

 Swin-B is built to have similar model size and computational complexity 

to ViT-B/DeiT-B.

 Other Variants constructed a Swin-T with 0.25 times the parameter of 

Swin-B, a Swin-S with 0.5 times the parameter, and a Swin-L with 2 times 

the parameter of Swin-B.

11



Experiments

 Experiments evaluate ability as a backbone network in a variety of tasks 

to show goal achievement
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 ImageNet-1k image classification

 COCO object detection

 ADE20K sementic segmentation

 Comparative experiments on the proposed method



Image classification on ImageNet-1K

 ImageNet-1K consists of 1,280,000 learning images and 50,000 validation 

images, with a total of 1,000 classes.

 In Regular Training, we outperform all models of similar size and achieve 

better speed-accuracy tradeoffs than CNNs.
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Object detection on COCO

 The object detection experiment is conducted by changing the backbone 

for each framework.

 Swin-T performs better than ResNet-50 and DeiT-S and ResNeXt101.
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Semantic Segmentation on ADE20K

 ADE20K [74] is a widely used semantic segmentation dataset containing 
a variety of 150 semantic categories.

 A comparative experiment is conducted by changing the backbone 
network to another framework.

 Swin Transformer's Variants perform well compared to similar-sized 
models.
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Experiments on Shifted windows

 Experiments are conducted on the shifted window approach.

 The SW-MSA model also performed better than the W-MSA-only model.
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Experiments on Relative position bias

 It is an experiment that shows the comparison results of position 

embedding methods according to the results.

 Models using Relative position bias perform better than models without 

position encoding and models using position embedding.
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Experiments on Different self-attention methods

 It is an experiment comparing with various self-attention methods.

 Circular padding performs better than naive padding.

 The proposed SW-MSA shows that it is a more efficient model than the 
sliding window method.
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 MSA in stage(ms):                             
Running time for MSA modules 
performed at each stage (step)

 Sliding window: To process an 
image by dividing it into fixed-sized 
windows so that it does not overlap

 Performer: Transformer model 
using kernelized attention.



Conclusion

 The Swin Transformer enables the creation of hierarchical characteristic 

representations.

 Swin Transformer reduces the computational complexity of ViT

 We propose a Transformer-based backbone network that can act like a 

CNN.

 Achieve the best performance in a variety of tasks and show the 

potential of Transformer-based models in Computer vision.
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