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Introduction

 A deep learning-based image classification model is biased towards the 

training dataset.

 For this reason, unexpected results may occur when testing with 

modified data.
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Problem statement & key idea

 Problem statement

 The goal of this study is to achieve a deeper understanding of how 

recent image classifiers utilize image backgrounds.

 Key idea

 They created a dataset called ImageNet-9 by removing or modifying 

backgrounds or foregrounds in ImageNet, and trained and evaluated 

the models using this dataset.
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ImageNet-9

 ImageNet-9 consists of Original, Only-BG-B, Only-BG-T, No-FG, Only-FG, 

Mixed-Same, Mixed-Rand, and Mixed-Next.
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Method

 They evaluated the performance of ImageNet pre-trained models on 

ImageNet-9 and confirmed the dependence on backgrounds.

 They conducted various training using ImageNet-9 to investigate the 

role of backgrounds.
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1. Backgrounds suffice for classification

2. Models exploit background signal for classification

3. Models are vulnerable to adversarial backgrounds

4. Training on Mixed-Rand reduces background dependence

5. A fine grained look at dependence on backgrounds



Backgrounds suffice for classification

 Performance evaluation experiment on two datasets after training on 
each individual data item.

 The model trained using only background images shows a performance 
of over 40% on original images.

 Deep learning-based image classification models do not solely extract 
features from objects.
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Models exploit background signal for classification

 The performance degradation when the background class changes was 
confirmed through BG-gap.

 Even if the foreground and label match, performance can decrease due 
to changes in the background.

 The experiment showed that the deep learning model's training data has 
a dependence on the background.
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Models are vulnerable to adversarial backgrounds

 An experiment to verify the success rate of attacks on the foreground.

 87.5% of foregrounds are affected by adversarial backgrounds.

 Model has a high dependence on the background to the extent that it 

ignores the object.
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Training on Mixed-Rand reduces background dependence

 Experiment to investigate background dependence when training on the 

Mixed-Rand dataset.

 When trained with the Mixed-Rand dataset, model's dependence on 

background decreases.
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Training on Mixed-Rand reduces background dependence

 Examining the weight allocation for inputs to a model trained using 
Mixed-Rand.

 It can be observed that the model trained with the Mixed-Rand dataset 
emphasizes foreground pixels more than the model trained with the 
Original dataset.
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Saliency map

 A saliency map is a heatmap that visualizes important information in an 
input image

 Grad-CAM method is commonly used to generate saliency maps..
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 Grad-CAM

𝑐: index of class, 𝑘: index of feature map, (𝑖, 𝑗): index of pixel

𝑓: feature map, 𝑆𝑐: Classification score for the c-th class



A fine grained look at dependence on backgrounds

 An experiment to analyze and understand background dependency.

 Foreground signal class prediction and background signal class 

prediction are used for Mixed-Rand and Only-BG-T predictions.

 For most images, the background is necessary for correct classification.
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Benchmark Progress and Background Dependence

 They observe the performance change in ImageNet-9 according to the 
performance improvement on ImageNet.

 As performance increases, the performance of datasets that can be 
classified based on background information also increases.

 However, the ability to utilize foreground information increases more 
rapidly with the increase in performance..
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Conclusion

 In image classification tasks, learning from a limited dataset can result in 

a dependency on the background

 Although a model's robustness can be reduced by its dependency on 

the background image, it can also be used as context, so further 

research is needed.

 They propose a data augmentation method to reduce background 

dependency.
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