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Introduction

“Flow of Image Classification Task
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Framework of Contrastive Learning

< Framework

Negative pairs

Positive pairs
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» Loss function (Margin Triplet loss)

« y:class, x: image data, 6: neural network parameter, €: margin

Leont (%i,%;,60) = Lly; = g5l fo(x:) — fox))13 + Ui # 5]l max(0, € — || fo(x:) — fo(x;)[[2)



Problem statement & key idea

*Problem statement

= They want to simplify the recently proposed contrastive self-supervised

learning algorithm without requiring special architectures or memory
banks.

*» Key idea
* Increase the batch size to do a lot of contrast training without memory
banks

* Finding the best augmentation combination experimentally



Method

“* Framework
" g() projection head (Multi Layer perceptron)
= f(-) : Encoder head (Resnet)
= t~T,t'~T : Augmentation function

Maximize agreement
Zi - - L
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Larger Batch Size

“*Algorithm

Algorithm 1 SimCLR’s main learning algorithm.

Do not use memory bank by

input: batch size N, constant 7, structure of f, g, 7.
for sampled minibatch {z;}2_, do increasing batch size
forall k € {1,...,N} do
draw two augmentation functions t~7, ¢/ ~T
# the first augmentation
Top—1 = t(zy)
hop—1 = f(®2r-1) # representation
zZok—1 = g(hog—1) # projection
# the second augmentation
Top = t"(mk)

hor = f(x2r) # representation " Loss fUﬂC;[\IrOI’\ for pOSItlve pair:
2ok = g(hak) # projection L= ﬁ Yoy 0(2k—1,2k) + £(2k,2k—1)]
end for
forall: € {1,....2N}and j € {1,...,2N} do
Sij = zz-sz/(Hz.,;H IEA; # pairwise similarity
end for

;A oA exp(si,j/T)
define /(i, j) as /(i,j)=—log S28 1 jss) exp (50,6 /7)

L= S0 [0(2k—1,2Kk) + £(2k, 2k—1)]
update networks f and g to minimize £

end for

return encoder network f(-), and throw away g(-)




Experiment

< Comparison of results for different experiments

= The authors demonstrate the advantages of SImCLR through an
experimental method.
1. Experiments on data augmentation
2. Experiments on projection head configuration

3. Experiments on batch size



Experiments on data augmentation

< Composition of data augmentation operations is crucial for learning good

representations

= Comparing the performance of different configurations for two phases

of augmentation
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Linear evaluation (ImageNet top-1 accuracy) under individual or
composition of data augmentation.



Experiments on data augmentation

% Contrastive learning needs stronger data augmentation than supervised

learning

= Experiments show that unsupervised contrastive learning benefits from

stronger (color) data augmentation than supervised learning

Color distortion strength
Methods /8 1/4 12 1 1 (+Blur) | AutoAug

SimCLR 59.6 61.0 62.6 632 64.5 61.1
Supervised | 77.0 76.7 76.5 75.7 75.4 77.1

Top-1 accuracy of unsupervised contrastive learning and supervised learning using linear
evaluation , under varied color distortion strength and other data transformations



Experiments on projection head configuration

“ A nonlinear projection head improves the representation quality of the
layer before it

= Nonlinear projection is better than a linear projection (+3%), and much

better than no projection (>10%)
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Figure 8. Linear evaluation of representations with different pro-
jection heads ¢(-) and various dimensions of z = g(h). The
representation h (before projection) is 2048-dimensional here.



Experiments on batch size

% Contrastive learning benefits (more) from larger batch sizes

= shows the impact of batch size when models are trained for different

numbers of epochs.
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Supervised contrastive learning

» Issue of SImCLR

» |mages of the same class can also be composed of negative pairs

Anchor Negatlves
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Problem statement & key idea

*Problem statement

= They want to train the same class images as positive pairs by using

label information.

*» Key idea
= propose a loss for supervised learning that builds on the contrastive

self-supervised literature by leveraging label information
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Supervised Contrastive Losses

“*Notation
{@k, yi fr=1..v : Set of N randomly sampled sample/label pairs

{Zr,Yy}e=1..2n : Set of two random augmentation of {xx, Y, }x=1.. N

Top and Iop_1are two random augmentation of x

i € I = {1..2N}: The index of an arbitrary augmented sample

j(2) : The the index of the other augmented sample originating from the same source sample

AG) = T\ {i}
P(i) = {p € A() : §, = ¥}

exp

51_1 sU —1
Low = Zﬁﬂu?l Z| )| Z log Exp(zz 2q/T)

=y el acA(i)

exp (2i - 2p/T)

cor = 3L =3 o
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Comparison of two loss functions

% They determine a better loss function through experimentation.

Loss  Top-1

sup
out

* |n the experiment, £ shows better performance. £ 78.7%

£ 67.49

sup
out

sup

= Also, Jensen's inequality shows that £57 is the upper limit of £

> Jensen's inequality
f(t:ﬂl + (1 — t)iﬂg) < if($1) + (1 — f)f(mg)

in
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Performance Comparison

“ Comparison of multiple datasets

Food CIFARIO CIFARIO0 Birdsnap SUN397 Cars Aircraft VOC2007 DTD Pets Caltech-101 Flowers Mean

SimCLR-50 [*] 88.20 97.70 85.90 75.90 6350 91.30 88.10 84.10  73.20 89.20 92.10 97.00 84.81
xent-50 87.38  96.50 84.93 74.70 63.15 B9.57 B0.80 8536 7686 92.35 92.34 96.93 84.67
SupCon-50 87.23 9742 84.27 75.15 58.04 9169 H4.09 85.17 T74.60 9347 91.04 V6.0 84.27

Xent-200 8936 97.96 86.49 76.50 6436 90.01 8422 86.27 76.76 9348 93.84 97.20 8577
SupCon-200 8B.62  98.28 87.28 76.26 6046 9178 88.68 B5.18 7426 93.12 94.91 96.97 85.67

% Comparison to Imagenet

Dataset SimCLR[?] Cross-Entropy Max-Margin [2] SupCon

CIFARI10 93.6 95.0 92.4 96.0
CIFAR100 70.7 75.3 70.5 76.5
ImageNet 70.2 78.2 78.0 78.7
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Conclusion

% The performance of contrastive learning was improved by increasing the

batch size.

“ Through experiments, they proposed an effective augmentation

combination for contrastive learning.

% The performance of contrastive learning was improved by using label

information.
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